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ABSTRACT 

It has been shown that the sensitivity of any computer-aided diagnostic (CAD) system in the detection of breast cancer is 

impacted by breast density, thus characterizing the breast tissue type in mammograms can act as a primary step to detect cancer 

and reduce false positive. In this paper we introduce an approach to the classification of mammogram images according to 

breast tissue type based on Haralick, segmented-based fractal texture analysis SFTA, and combining Haralick and SFTA feature 

extraction methods. This study examines two classification tasks using support vector machines (SVM) classifiers. The first 

classification problem differentiate between fatty and non-fatty tissue, the second one is differentiate between glandular and 

dense tissue. Experiments were applied to the whole set of 322 mammogram images from the MIAS database. The experiments 

deal with two sides of woman breast as one case study rather than individual images. The best classification accuracies rate are 

88% achieved infatty and non-fatty classification taskby using SFTA features, and 78% for glandular and dense classification 

using a combination of Haralick and SFTA feature extraction methods.  
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INTRODUCTION 

Breast cancer is a chronic disease with low incidence but high mortality and morbidity rate, ranking high among the leading 

cause of death among women in the world [1]. Interest in breast imaging has been fostered by the realization that 

approximately one in eight women will develop breast cancer over a lifetime [2]. Mammography is a primary imaging tool 

for screening detecting breast pathology especially breast cancer. Although technological advances have greatly improved 

the diagnostic sensitivity of mammography, but it is still among the most difficult medical images to be read according to the 

overlap of tissues, the differences in the tissue types and their low contrasts. Thus the task of the radiologist is tedious and 

misdiagnosis of breast cancer most of the time occur [3]. 

Computer Aided Detection (CAD) is pattern recognition software that identifies suspicious features on image and 

brings them to the attention of the radiologist, in order to reduce false negative reading [4]. Clinical studies approved that, 

the presence of CAD system influence and improve the diagnostic accuracy and increase assist in breast cancer detection [5]. 
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Breast density is a radiological concept based on the proportion of radiopaque glandular tissue relative to 

radiolucent fatty tissue. Mammographic evaluation of dense breasts is more difficult, related to technical difficulties in 

mammography [6]. The dense breast more likely to develop a cancer, so breast tissue density type considers as an indicator 

for cancer risk, moreover the detection of breast cancer in dense breast is harder than detection cancer that surrounded by 

fatty tissue [7], so the researchers developed different methods using CAD system for breast tissue classification.  

In this paper, we propose an approach to automatic breast tissue classification based on two feature extraction methods and 

SVM classifier. The mammogram images used for this study are from the Mammographic Image Analysis Society (MIAS) 

database [8].The database contains left and right digital mammograms for 161 patients with a total of 322 images of 50×50 

micron resolution, with 8-bit pixel depth and all mammograms are in Medio lateral oblique view (MLO). The initial step of 

the proposed methodology is the preprocessing of the mammogram images.Preprocessing is a very important stage aid to 

limit the search for abnormalities on the only breast region without influence from background [9]. Preprocessing helps in 

reduction of mammogram size, and improves the quality of the image to make the feature extraction phase more reliable. 

In the second step, texture features are extracted from the region of interest (ROI). At this stage, three concurrent studies 

were investigated based on various sizes of ROI. The ROIswhich tested are: whole breast region, an average of five 

windows (50×50) pixels, and one window (128×128) pixels per image. Dimensionality reduction and classification are 

achieved in the subsequent step, which relies on SVM classifier. The evaluation is based on MIAS database. Results were 

compared with other automated breast tissue classification approaches, applied toMIAS database.  

This paper is organized as follows. Section II presents a brief review on a mammogram–based CAD system for 

tissue classification. Section III details our proposed method. Results are presented in section IV. Finally, discussion and 

conclusions are provided in section V. 

LITERATURE  REVIEW 

Breast density assessment is an important component of the screening mammography report and conveys information to 

referring clinicians about mammographic sensitivity and the relative risk of developing breast cancer [10]. The origins of 

breast density classification are due to Wolfe [11], who showed the correlation between breast density and the risk of 

developing breast cancer, classifying the parenchymal patterns into four categories. Subsequently Boyd et al., [12], showed 

a similar correlation between the relative area of dense tissue and mammo graphies risk, and developed a method to 

measure a percentage of breast densities from mammography using a computer-aided technique and divided mammograms 

into six categories. Commonly, the most used breast density classification is the BIRADS classification [13], which was 

developed as quality assurance tool, and covers the significant relationship between increased breast density and decreased 

mammography sensitivity in detecting cancer [14]. The classification of BI-RADS is divided into four categories according 

to their density: BI-RADS I: breast is mostly made up of fat: breast density < 25%, BI-RADS II: breast density is between 

25% and 50%, BI-RADS III: breast density is between 51% and 75%, and BI-RADS IV: breast is extremely dense with 

breast density > 75%.  

Studies concentrated on the use of the gray-level histogram are based on BIRADS classifications [15], [16]. 

However, many studies as [17], [18] have indicated that such histogram information was not being sufficient to classify 

mammograms according to BIRADS, because the four histograms of the four BIRADS classes are quite similar bothin 

mean gray-level and the shape of the histogram. So, classification of mammogram images is an area of active research. 
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Here, we highlight researches related to breast density classification and mention to part of using MIAS database. 

Oliver et al. proposed several approaches focused on breast density. Examples of his researches: In [19], proposed a 

new approach to classification of mammography according to the breast parenchymal density, the classification based on 

gross segmentation and the underlying texture contained within breast tissue, the method applied on a set of 270 

mammogram images of MIAS database, classifiers used are: the leave-one-out classification method and k-NN classifier. In 

[20], they used the whole set of MIAS database and 831 images from DDSM database, segmented the breast into fatty and 

dense regions based on a two class fuzzy C-means clustering approach, then extracted 10 morphological features and 216 

texture features finally used number of distinct classifiers (decision tree, Bayesian, and K-nearest neighbor), the evaluation 

shows strong correlation between automatic and expert based Breast Reporting and Data System (BIRADS) mammographic 

density assessment.  

 Sharma et al. [21], presents a hybrid scheme for two class problem (fatty and dense) mammograms using 

correlation based feature selection (CFS), the classification performed using sequential minimal optimization (SMO). 

Texture analysis done on ROI of 322 images of MIAS database. Mustra et al. [22], based on histogram and GLCMs, 419 

features were extracted from ROI of MIAS database, then used different feature selection algorithm. Different selection 

methods tested with different classifiers, and the best classification accuracy rate achieved by using forward - backward 

feature selection method and K-NN classifier. 

 Silva and Menotti at [23], used individual and combining various sets of texture of image histogram intensity and 

co-occurrence matrix features, the classification is performed using SVM with RBF kernel. They method applied on 320 

MIAS mammograms images. Subashini et al., [24] based online statistic features and SVM classifier for classification, the 

approach evaluated by 43 mammogram images of MIAS database. 

METHODOLOGY 

Our experiment applied to the whole set of 322 images from MIAS database. By using Random Sample without 

Replacement (RSWR) method [25], the dataset was divided according to tissue types into a learning dataset of 160 images 

and a testing dataset of 162 images. MIAS database classifies background tissue of mammogram images into three 

categories, that is, fatty (F), glandular (G) and dense (D). MIAS classification was performed by experts radiologists. Figure 

1 shows an example of tissue types of mammogram images as classified by MIAS. This experiment mainly restricted to 

cases, one case represents the combination of left and right breast images of one patient. So there are 80 cases of learning 

and 81 cases of testing database, the distribution of the three types of breast tissue being similar. table 1 presents the 

distribution of learning and testing datasets according to their tissue type. 

Table 1: Tissue Types Distribution of Selected Dataset 
Class Learning (Cases) Testing (Cases) Total (Cases) Total (Images) 

Fatty (F) 27 26 53 106 
Glandular (G) 25 27 52 104 
Dense (D) 28 28 56 112 
Total 80 81 161 322 
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Figure 1: Sample of Different Types of Breast Tissue in the MIAS Database. a) Fatty 

tissue Img 135, b) Glandular Tissue Img 043, c) Dense Tissue Img 037. 
 

Preprocessing 

All MIAS mammogram images are preprocessed to identify the breast region. For preprocessing, the grayscale image 

converted to binary scale image. Otsu’s threshold has been used for binarization process [26]. Preprocess procedure was 

implemented as the following steps: auto-cropped the extra parts on left and right side of mammography by sweeping in the 

first row of the binary image from the right corner to the left and from left corner to the right until getting the first non-zero 

values, then the right and left taps have cropped. Labels omitted based on morphological operations [27] and connected 

component labeling [28]. To gain unidirectional images, all the right-side breast images dataset are reoriented to the left, by 

flipping the right mammogram images. Pectoral muscle removed by segmented it using multi-level thresholding [29]. 

Noises removed by implement a median filter and then contrast enhanced using contrast limited adaptive histogram 

equalization (CLAHE) technique [30]. Figure 2 shows an example image of the preprocessing stage.  

 
Figure 2: Preprocessing Stage (a) Original Image mdb005. 

(b) Output Image. 
 

Feature Extraction 

In this study two categories of textural features are extracted from different regions of interest (ROIs): Haralick features 

[31], and the SFTA features [32].  
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In this stage, three concurrent studies were investigated for extracting Haralick, SFTA, and combining Haralick-

SFTA features. The key of the three approaches is a window size. In the first study (S1), features were extracted from the 

breast region of the preprocessed image. In the second study (S2), features were extracted from five windows (50×50) 

pixels per image. In the third study (S3), feature was extracted from one window (128×128) pixels per image. Windows are 

selected on the center of the mammogram image. For any case (left and right breast images), the average of each feature 

was computed.  

Haralick Features 

Haralick features are set of scalar textural features driven from gray-level co-occurrence matrix (GLCM), GLCM is a 

counting the numbers of occurrence of gray levels at a given displacement and angle. Here, A set of 13–Haralick features 

were extracted, the angle Ɵ was set to 45°, displacement (d) to 1. The following features were used: homogeneity, contrast, 

correlation, variance, inertia, sum-average, sum-variance, difference-variance, entropy, sum-entropy, difference-entropy, 

info-correlation1, and info-correlation2  

SFTA Features 

The SFTA extraction algorithm consists in decomposing the input grayscale image into a set of binary images from which 

the fractal dimensions of the resulting regions are computed in order to describe segmented texture patterns. For each 

resulting binary image, SFTA extraction algorithm computes three parameters (region’s boundaries fractal dimension, 

region’s mean gray level, and region’s size). Thus, the SFTA feature vector dimensionally corresponds to the number of 

binary images. The number of resulting binary image is obtained by applying threshold segmentation. The threshold value 

�� is a user defined parameter. In this experiment, the threshold was set to 4; thus, the resulting set of binary images is 

seven, according to�2�� − 1� as in figure 3. SFTA features are returned as (�2�� − 1� ∗3) vector, providing 21 SFTA 

features for each image denoted F1 till F21. 

 
Figure 3: Example of Original Image and 7th Resultant Binary Image from SFTA Extraction Algorithm, 

Threshold Set to 4, (from Left to Right and Top to Bottom). 
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Classification 

For each study (S1, S2, and S3), two classification tasks (C1, and C2) were conducted. The first task C1 used to classify 

fatty and non-fatty tissues. The second C2, applied to classify glandular and dense tissue. The SVM [33] classifier has been 

used for both C1 and C2, which built on a linear kernel function.  

RESULTS AND DISCUSSIONS 

“Best” features were chosen according to minimum redundancy maximum relevance (MRMR) selection method [34]. 

Features were computed from the average of the left and right breast images. As shown in table 2, for fatty and non-fatty 

classification, the best accuracy obtained is 88% by using preprocessed image approach and SFTA features, best SFTA 

features are: F3, F10, F11, F12, F15, F19, and F20. For glandular/dense classification task, the best accuracy obtained is 

78% by using one window (128×128) approach and combined Haralick / SFTA features. Best combined features are: 

inertia, entropy, difference-entropy, info-correlation1, F2, F19, and F21. 

Table 2: Classification Accuracies for Different Study Approaches 

 
S1(whole Breast Region) S2(Five Windows (50×50) Pixels S3(Only one Window (128×128) Pixels 

C1 C2 C1 C2 C1 C2 
Haralick 82.72% 50.91 81.48% 61.82% 83.95% 49.09 
SFTA 87.65% 67.27% 86.42% 67.27% 80.25% 70.91 
Combined 82.72% 49.09% 79.012 65.45% 80.25% 78.18 

 

DISCUSSIONS 

As the background tissue of left and right breast is the same for any patient, our work is restricted to both left and right 

breast images rather than individual images.  

Our work was based on two texture features extraction methods: Haralick features, and SFTA features. Table 3, 

presented a brief comparison between the used methods. Combining Haralick and SFTA features, gained good result in 

distinguishing glandular from dense tissue. According to BI-RADS category, there is only a minimal and insignificant 

difference in the sensitivity of mammography between the densest breast in a lower density category and the least dense 

breast in the next higher density category [35]. 

Comparing our result with previously mentioned in literature review, Oliver [19], obtained 67% and 73% for            

k-NN classifier and the leave-one-out classification method for three classes classification. Moreover, Oliver in [20] 

obtained 77%, 72%, and 86% for four-classes categories using sequential forward selection SFS and k-NN, decision tree, 

and Bayesian classifiers, and 91% for two-classes categories using Bayesian classifier.  

Sharma and Singh [21] obtained 96.46% accuracy rate for two classes’ categories. In [22], they obtained different 

accuracies for different categories. Classification accuracies rate are: 91.6%, 82.5%, and 79.3% respectively for two-classes, 

three-class’s, and four-class’s categories Silva and Menotti [23] obtained 77.18% accuracy for three-classes categories. SVM 

classifier in [24], classify breast tissue into three classes, the classifier accuracy obtained is 95%. 
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Table 3: Comparison between Haralick and SFTA Features 
Haralick Features SFTA Features 

Widely employed, statistical approach New employed, structural approach 
Orientation and scales dependent Threshold dependent 
Contains fixed number of features Number of features is dependent to user identifier of threshold 

 

CONCLUSIONS 

The current study provides a comparative analysis of the usage of Haralick and SFTA features for mammography breast 

tissue characterization. Based on fact that both breasts of the same woman have similar internal tissue, our proposed method 

computed the averages of extracting features from the left and right breast images. In this research we used Haralick, SFTA, 

and combination of Haralick / SFTA features to examine two classification tasks using three approaches which based on 

image window sizes. The best result obtained is for fatty/ non-fatty classification task using the whole breast region and 

SFTA extraction features. In future work, other features extraction methods like Gabor features, wavelets will combine to 

get more performance. 
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